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Abstract

Informed economic policy leads to better regulation of the economy. Policymakers estimate

the effect of policy through multipliers, which measure changes in macroeconomic variables in

response to changes in policy. This paper uses structural vector autoregression to estimate the

US fiscal multiplier, which informs government spending decisions. The structural component

allows us to draw causal conclusions from estimates. We find a near one-to-one effect of increased

government spending on gross domestic product (GDP) which is robust to several specifications.

1 Introduction

Monetary and fiscal policy are the two main channels through which the US economy is regulated.

Monetary policy involves the central bank exercising power over the aggregate money supply to

change interest rates in an effort to impact consumption decisions. Fiscal policy describes the

federal government’s efforts to affect the economy through the two main mechanisms of public

spending and taxes.

Competing theories of the effect of fiscal policy on output exist. While the general IS-LM model

predicts an increase in government spending to have an expansionary effect on output, standard

real business cycle models predict the opposite depending on assumptions of non-Ricardian versus
∗Replication code available at https://github.com/GavinEngelstad/SVAR-Fiscal-Multiplier.
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Ricardian consumers (Galí et al., 2007). It is important that policymakers understand the impacts

of a given policy as, for example, prolonged budget deficits can have significant negative effects on

long-run economic outcomes through reduced national savings and higher interest rates (Gale &

Orszag, 2003).

We measure the effect of government spending on the economy with the fiscal multiplier, which

represents the change in output in response to a change in fiscal policy (Spilimbergo et al., 2009).

The theory of the Keynesian multiplier suggests the multiplier is greater than one, meaning every

dollar change in fiscal policy causes more than a dollar change in output through households

and businesses spending the additional money provided by the government (Barro & Redlick,

2011). Alternatively, the theory of crowding out suggests rational-acting households respond to

increases in spending by saving more since they know fiscal forces will need to readjust later,

suggesting a multiplier less than one (Berge et al., 2021). Estimates of the multiplier inform

policymakers on the effect of their decisions, so an accurate understanding of how the multiplier

works is important (Eyraud & Weber, 2013). Biased estimates of the multiplier used to guide

policy during financial crises have hampered economic recovery (O. J. Blanchard & Leigh, 2013;

O. J. Blanchard & Leigh, 2014). A higher multiplier suggests very different optimal policy decisions

than a lower one, especially in times of economic crisis. In this paper, we estimate a multiplier of

around one using historical data on the US economy, suggesting increases in government spending

cause an almost equal increase in output.

Economists use a variety of tools to estimate the multiplier. Quantitative modeling approaches,

which use mathematical equations calibrated to match real decision-making processes to model

the behavior of economic agents, tend to estimate a multiplier between 0.5 and 1 (Gechert &

Will, 2012). Standard statistical approaches use regressions, instrumental variables, and machine

learning to find a multiplier between 0.25 and 0.75 (Gechert & Will, 2012). This paper uses a

structural vector autoregression (VAR) to estimate the multiplier effect.

Originating from Sims (1980), structural VARs introduce structural restrictions to reduced-form

VAR models which allow for a causal interpretation of the estimates. This general framework has

been applied to study postwar business cycle fluctuations, oil shocks, and the effect of monetary
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policy (Hamilton, 1983; Hodrick & Prescott, 1997; Sims & Zha, 2006). Our paper is based on

the framework in O. Blanchard and Perotti (2002), which presents a structural VAR approach to

estimate the fiscal multiplier.

2 Empirical Strategy

2.1 Growth Versus Business Cycle Effects

Economists separate movements of macroeconomic series into two distinct categories: growth effects

and business cycle effects (Stulz & Wasserfallen, 1985). Growth effects, typically measured using

decade-to-decade long-run economic trends, are determined by a country’s pace of idea generation,

strength of institutions, and other more stagnant factors (Acemoglu et al., 2001; Jones, 2016;

Jones, 2019). Business cycles, in contrast, include short-run economic fluctuations caused by policy

decisions, international events, and other unpredictable shocks (Lucas, 1995; Mitchell, 2024). This

paper exclusively focuses on understanding the business cycle consequences of fiscal policy.

Figure 2.1 shows US real GDP per capita from 1952 to 2007. Over time, long-run growth is very

consistent and follows a linear-in-logs trend. This long-run constant growth is well-documented

across the world in growth rates for key macroeconomic series (Papell & Prodan, 2014).1 This

constant trend is also key for isolating business cycle effects; fluctuations around the constant

growth path can be viewed as exclusively business cycle effects.

Numerically, for an economic series yt we use the log-deviation from trend ŷt as its business

cycle effect. To calculate this, we run the regression

log yt = α0 + α1t+ ŷt

where α0 and α1 determine the long-run trend for the series and the error term ŷt is the indica-

tor’s business cycle deviations from the trend (Seip & Zhang, 2024).2 This method can be overly
1There have been a handful of instances where this breaks, including the so-called “growth miracles” in East Asia

(Easterly, 1995) and the post-Great Recession growth slowdowns (Benigno & Fornaro, 2018). For the purposes of
this paper, we treat long-run constant growth as a fact.

2For interpretability, we multiply this by 100 in all of our results and figures. Since deviations from trend, at least
within the United States, are small, this can be thought of as the “percent deviation from trend” of the indicator.
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Figure 2.1: US real GDP per capita over time (1952-2007)
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Notes: Dashed best fit line calculated using OLS.

simplistic for data that exhibits significant changes in growth rates over time, but our exclusive

focus is on the effect of policy decisions within the United States, a country that has had consistent

trends over time, avoiding these concerns.

2.2 The Reduced-Form VAR

Our strategy to estimate the causal effect of fiscal policy decisions on GDP uses a VAR. The

reduced-form of a VAR assumes a vector of outputs follows an autoregressive process with respect

to the whole vector (Neusser, 2016). Like standard univariate autoregressive models, the order of

the VAR determines the number of lags included in the model. Unlike univariate autoregressive

models, we model a variable using lags for the full set of outputs in the model, not just one.

Figure 2.2 demonstrates the assumed causal graph for a three variable, order one VAR. At each

time t, the whole vector of outputs Yt = (y1,t, y2,t, y3,t)
′ depends on the whole vector at time t− 1.

Causal pathways lead from y1,t−1, y2,t−1, and y3,t−1 into y1,t. A higher order VAR extends this so

Yt depends on more past versions of itself. For example, a second order model would assume Yt

depends on Yt−1 and Yt−2.
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Figure 2.2: Order one, three variable, reduced-form VAR causal graph

. . . y1,t−3 y1,t−2 y1,t−1 y1,t

. . . y2,t−3 y2,t−2 y2,t−1 y2,t

. . . y3,t−3 y3,t−2 y3,t−1 y3,t

The estimating equation for an order p VAR with n outputs is given by

Yt =

p∑
ℓ=1

BℓYt−ℓ + ut

where Yt is the n × 1 vector of outputs we are interested in modeling, Bℓ is the n × n coefficient

matrix, and ut is the n × 1 vector of multivariate-normal error terms with variance-covariance

matrix Σ. The terms in ut represent unexpected movements of the series in the model potentially

caused by international events and movements in excluded macroeconomic series.

2.3 Correlated and Structural Shocks

Reduced form VARs are effective tools for understanding associations between variables and for

forecasting, but fail to differentiate between causation and correlation (Stock & Watson, 2001).

This is because the covariance terms in the variance-covariance matrix Σ are symmetric, meaning

the association between two series goes both ways. Therefore, the error term includes both con-

temporaneous responses to other series in the model and structural shocks, or causal exogenous

movements of a single series in the model. Therefore, reduced form VARs only have a causal

interpretation when variables are assumed to have no contemporaneous causal relationships.

Fluctuations in macroeconomic series are assumed to be very interrelated (Sims, 1980; Shapiro,

1988; O. J. Blanchard & Quah, 1988; Cochrane, 1994; Nakamura & Steinsson, 2018). The Federal

Reserve sets the interest rate based on the opinions and forecasts of hundreds of economists about

the current state of the economy, so understanding how the interest rate affects the economy requires

separating the contemporaneous effect of the state of the economy on the interest rate from the
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effect of the interest rate on the economy (Nakamura & Steinsson, 2018). Variation in the interest

rate standard statistical methods would identify off of could be caused by changes in the overall

economy, obscuring the actual effect.

To determine the causal effect of fiscal policy on output, we need to separate these contempora-

neous relationships from actual structural shocks. Forward-looking household behavior, tax schemes

that take a fraction of incomes, and revenue-based spending decisions by policymakers mean many

contemporaneous relationships exist that will confound this relationship (O. Blanchard & Perotti,

2002; Galí, 2020).

2.4 Structural VAR

To isolate the effects of structural shocks from contemporaneous relationships, we use a structural

VAR. A structural VAR adds an additional coefficient matrix to the left-hand side of the estimating

equation to get

A0Yt =

p∑
ℓ=1

AℓYt−ℓ + εt

where A0 is the matrix of contemporaneous relationships, Aℓ = A0Bℓ is the matrix of lagged

coefficients, and εt = A0ut is the structural error term (Neusser, 2016). Unlike the reduced-form

error term, the variance-covariance matrix of the structural error term is the n× n identity matrix

In.3

To fit the structural VAR, we need to assume which relationships exist within the contempo-

raneous matrix A0. Specifically, we need to fix

n

2

 coefficients within this matrix and then can

estimate the remaining coefficients as simultaneous relationships (Neusser, 2016). Importantly,

within certain A0 matrix structures, a series can be contemporaneously affected by a structural

shock to a series we do not enforce a relationship with through some other intermediate factor.

These feedback effects within the matrix are the benefit to SVAR estimation, which calculates A0

using the Σ matrix, as opposed to row-wise OLS estimation.

Figure 2.3 shows an example causal graph for a structural VAR. Since the output vector has
3Normalizing the variances to 1 is not strictly necessary; identification only requires the covariances to be zero.

The benefit to this normalization is that when we shock the model we measure the effects of a “typical” shock.
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Figure 2.3: Order one, three variable, structural VAR causal graph
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three series, we can enforce three simultaneous relationships. In the example, we enforce that y1

causes y2, y2 causes y3, and y3 causes y2. Identification restrictions for the structural VAR can

estimate causal effects even along cyclical causal paths. A structural shock to y1 could affect y3

through y2 and a structural shock to y2 would impact y2 through both direct effects from the shock

and indirect effects through y2.

2.5 Estimating Fiscal Multipliers

To find the effect of a fiscal shock, we estimate the reduced form VAR

Yt =

p∑
ℓ=1

BℓYt−1 + ut

where Yt = (x̂t, ĝt, t̂t)
′ is a vector of GDP xt, government spending gt, and government revenue tt.

Since our data is quarterly, in our preferred specification we use p = 4 corresponding to a total

period of one year. We choose this since taxes are often paid at an annual frequency, so including

one year of lags captures the relevant revenue data over the entire time span (O. Blanchard &

Perotti, 2002). The error term ut = (uxt , u
g
t , u

t
t)
′ has nonzero covariance, meaning the relationships

predicted by the VAR and within the coefficient matrices Bℓ are correlations and not causal.

To identify the causal effect, we implement the model from O. Blanchard and Perotti (2002).
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We assume

uxt = a1u
g
t + a2u

t
t + εxt

ugt = b1u
x
t + b2ε

t
t + εgt

utt = c1u
x
t + c2ε

g
t + εtt

where εt = (εxt , ε
g
t , ε

t
t)
′ is the vector of mutually uncorrelated structural shocks.4 The first equation

enforces that unexpected movements in GDP can be caused by unexpected movements in gov-

ernment spending, government revenue, or structural shocks to GDP. The second enforces that

unexpected movements in government spending are caused by unexpected movements in GDP or

structural shocks to government revenue or spending. The third equation enforces that unexpected

movements in government revenue are caused by unexpected movements in GDP or structural

shocks to government spending or revenue.

As is, this system is underidentified, meaning we need to add additional conditions to make the

model estimatable. We follow the procedure from O. Blanchard and Perotti (2002) that has become

standard when estimating the fiscal multiplier (Ramey, 2011; Caldara & Kamps, 2017; Deleidi et

al., 2021). First, we set b1 = 0. This assumption is justified by the lack of automatic stabilizers

for government spending in the US economy (Caldara & Kamps, 2017). Then, we fix c1 using

external estimates for the response of government revenue to economic activity. Following Lutz and

Follette (2010), we set c1 = 1.7. Finally, to differentiate between government spending and revenue

structural shocks, we set either b2 or c2 to 0. Like O. Blanchard and Perotti (2002), we present

two alternative specifications: one where b2 = 0, meaning government spending is decided before

revenue, and another where c2 = 0, meaning government revenue is decided before spending. Figure

2.4 shows a causal graph for the pathways between the estimated structural shocks and unexpected

movements in the outcomes of interest. The causal pathways affecting GDP, government revenue,

and government spending therefore include the pathways affecting unexpected movements in Figure
4Technically, to fit this system within the framework from Section 2.4 it would need to be rearranged. This

formulation is known as the “AB-model,” which allows for two structural shocks to show up in the same equation
(Lütkepohl, 2005). The interpretations and general concepts of the “AB-model” and “A-model” introduced earlier
are identical, so we ignore this difference.
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Figure 2.4: Causal graph for unexpected movements in GDP, government spending, and revenue

uxt εxt

ugt εgt

utt εtt

Notes: Lines represent causal pathways within the estimated SVAR framework. Bold lines are fixed based on an outside value
and only one of the dashed lines is estimated at a time.

2.4 as well as the autoregressive processes.

This identification strategy relies on many assumptions about the structure of the causal re-

lationships between movements and structural shocks. An alternative strategy from Mountford

and Uhlig (2009) instead imposes a penalty function on the long-run effects of a structural shock.

Estimations using this approach tend to be similar to those using the O. Blanchard and Perotti

(2002) method we employ. Other strategies that impose conditions on the reduced form of the

VAR using sign restrictions or Bayesian techniques but allow for identification of the structural

shocks under a weaker set of assumptions are outside the scope of this paper.

3 Data

To estimate the effect, we use data on GDP, government spending, and government revenue from

FRED between 1960Q1 and 2007Q4. The upper end of the estimation window is chosen due to

changes in growth trends post-2008, though we believe with a more robust detrending procedure

we would observe similar business cycle effects during the post-2008 period (Benigno & Fornaro,

2018).

We use the “Gross Domestic Product” series for GDP, “Government Consumption Expenditures

and Gross Investment” series for government spending, and “Federal Government Current Tax

Receipts” series for government revenue. Each series is then divided by the GDP Deflator to

convert it to real terms instead of nominal, then detrended according to the procedure in 2.1.

Detrended series throughout the period are shown in Figure 3.1.
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Figure 3.1: Detrended data series for GDP, government spending, and government revenue
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4 Results

,

Table 4.1 shows the estimated values for a1, a2, b2, and c2 under both specifications. The esti-

mated coefficients for a1 and a2 are virtually identical in both cases, which justifies the assumption

that we can zero out one of them and still measure the actual effect. The signs and magnitudes of

our estimates are comparable to those found in other literature, including O. Blanchard and Perotti

(2002).

One benefit to modeling an autoregressive process is the ability to observe the causal effect of

a shock at time t at later time periods. Because of the detrending process, the model has a zero
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Table 4.1: Estimated structural parameters

(1) (2)
b2 = 0 c2 = 0

a1 -0.182 -0.182
a2 -0.150 -0.150
b2 0.040
c2 0.826

steady state for all three series. Starting from this steady state, we apply a government spending

structural shock to the model that increases spending by 1% at t = 0. Then, the predictions at

time t are used for lags at time t + 1. Iterating this process gets the impulse response function

(IRF), which shows the estimated behavior of the series after the shock.

Figure 4.1 shows the estimated behavior of the IRFs for the two models. GDP and government

spending follow the same paths across both specifications, again supporting the robustness of our

results. Government revenues vary more between specifications but are both within the uncertainty

interval of each other. The eigenvalues of the system have a magnitude less than one, so all three

series eventually trend towards the steady state, demonstrating business cycles have only short-run

effects (Mitchell, 2024). Because government spending is shocked, it responds immediately. The

largest increase in GDP happens slightly after the shock hits, meaning the causal effect of the shock

is delayed. The effect on government revenue happens much later, consistent with the idea that

most government spending is deficit financed in the short run, then paid back well into the future

(Haley, 1941).

Following O. Blanchard and Perotti (2002), the causal effect of the government spending shock

is the maximum effect along the IRF. An alternative approach would examine the integral of the

whole curve, but since GDP is a flow, not stock, variable, we view the single period increase as more

important (Deleidi et al., 2023). The causal effect is adjusted by the average GDP to government

spending ratio to get the effect on GDP of per dollar increase in government spending.

The b2 = 0 model predicts a $1 structural shock to government spending would increase GDP

by $0.990 with a standard error of $0.115 and the c2 = 0 model predicts the shock would increase

GDP by $1.035 with a standard error of $0.115. Since GDP includes government spending, both
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Figure 4.1: Estimated IRFs for a structural government spending shock
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(b) c2 = 0

Notes: IRFs iterated for 25 periods.

estimates suggest the GDP effect of the spending shock is entirely the spending increase from the

shock. Therefore, we find no evidence of either crowding out or multiplier effects.

5 Robustness

In this section, we examine three potential issues with our analysis. We test an alternative re-

sponsiveness of government revenue to economic activity, different VAR orders, and whether the

multiplier changes over time.
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Table 5.1: Estimated parameters and multiplier when c1 = 2.08

(1) (2)
b2 = 0 c2 = 0

Parameters
a1 -0.177 -0.177
a2 -0.163 -0.163
b2 0.041
c2 0.919

Multiplier
Estimate 1.079 1.126
Std. Err. 0.115 0.115
Time 2 2

5.1 Government Revenue Response

In our main analysis, we use a government revenue responsiveness to GDP changes of 1.7 based on

Lutz and Follette (2010), which is different from the 2.08 value used in O. Blanchard and Perotti

(2002). The 1.7 value is based on more updated data and methods, but we want to ensure this

assumption is not driving all of our results. Therefore, we estimate the model with c1 = 2.08.

The results of this are in Table 5.1. The estimated parameters are almost identical to the

earlier results in Table 4.1. In both specifications, the a1 and a2 parameters are within 0.02 of

those estimated earlier. The estimated multiplier is slightly higher, suggesting a 7-12% multiplier

effect. The maximum increase in GDP again occurs after a slight delay and is (almost) within a

standard error of one where no multiplier effect exists.

5.2 VAR Order

The results in Section 4 use a fourth order VAR. We justify this choice using the taxation window

that affects government revenue, but the causal effect should be robust to changes in the autore-

gressive order of the model. We test this by calculating the multiplier using a VAR with orders

between 1 and 24, corresponding to a window between 1 quarter and 6 years.

The multiplier estimate for models with a different number of lags is shown in Figure 5.1. With

only one lag, the estimate is much lower than our specification from Section 4 gets. However, the
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Figure 5.1: Estimated multiplier for different VAR orders
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models that include more than one lag all estimate similar effects that are within the error interval

of each other. Therefore, our order choice for the VAR does not determine our findings, and the

causal effect is robust to different reasonable order choices.

5.3 Temporal Trends in the Multiplier

Our analysis in Section 4 assumes the multiplier is constant throughout the estimation window.

We test this by estimating a separate multiplier for shorter periods within the estimation window.

Specifically, we estimate the multiplier over a decade-long period at 2.5-year intervals from 1947

to 2019. This extends the estimation window on both ends, so we also test the assumption that

our multiplier estimates are meaningful after the estimation window, though that does mean the

estimations have more noise during the 50s which had significantly larger government revenue and

spending volatility and within estimation windows that include 2007 and 2008 due to the different

growth trends during the period.

Figure 5.2 shows the evolution of the multiplier over time. As expected, the estimates do not

make sense in estimation windows that include 2007 and 2008 and are elevated pre-1960. Within
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Figure 5.2: Estimated multiplier for different estimation windows
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Notes: Multiplier calculated within a 10-year estimation windows that starts at the quarter on the x-axis.

the 1960 to 2007 estimation window, the multiplier hovers around our estimated value throughout

most of the period, though does decrease in the late 60s and increase in the early 90s. Post-2008, the

multiplier is near one in both specifications, suggesting our results represent more recent business

cycle forces.

6 Conclusion

This paper estimates the fiscal multiplier using a structural VAR. We impose a simultaneous rela-

tionship between GDP, government spending, and revenue à la O. Blanchard and Perotti (2002).

Then, we examine the effect of a structural government spending shock. Analysis of the GDP

response to a spending shock finds a $1 increase in government spending causes a slightly delayed

approximate $1 increase in GDP. This result is robust to minor specification changes and, ignoring

specific years at the end of the 60s and start of the 90s, is relatively consistent over time.

Our analysis relies on key assumptions about the structure of macroeconomic relationships.

We assume government spending has a delayed response to changes in GDP, a certain value for
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the government revenue response to GDP changes, and need to impose additional identification

restrictions to uncover the causal effect. Our estimate is robust to minor changes in these assump-

tions, but we do not test our finding against specifications that impose a completely different set of

structural VAR assumptions. These could include long-run conditions that allow more simultane-

ous relationships to be estimated, sign restrictions, or Bayesian priors (Mountford & Uhlig, 2009;

Afonso & Leal, 2019).

There is also evidence that the multiplier effect evolves over time in response to macroeconomic

events. Particularly, estimates suggest the size of the multiplier changes throughout business cycles

(Baum, 2012; Albonico et al., 2021). Specifically, spending multipliers are larger during periods of

low economic activity (Arin et al., 2015). This would suggest the volatility seen in Figure 5.2 is

not noise, and could represent a real change in the multiplier.

Still, we believe our structural VAR approach does reasonably well at estimating the fiscal mul-

tiplier. Future work could address this paper’s limitations with alternative structural frameworks.

It could also analyze heterogeneity in the multiplier, either over time, across different states, or

between different countries. Additionally, economic theory suggests the revenue-side multiplier,

which this paper ignores, should behave similarly to the spending-side multiplier, although empir-

ical work often finds revenue multipliers are smaller (Mineshima et al., 2014). Future work could

test the effects of structural shocks to government revenue, not just spending.
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